Chapter 4
Quantitative Non-Divergence

In this chapter we will show that a unipotent trajectory cannot diverge to infinity
in SL4(R)/ SL4(Z). In fact we will show that unipotent orbits have no ‘escape of
mass’, which is also called ‘quantitative non-divergence’. The topological claim is
due to Margulis and the quantitative refinement is due to Dani [19, 21]. About 20
years later, the argument was further refined by Kleinbock and Margulis [81]
and Kleinbock [82], and applied to various Diophantine problems. As a corollary
we will also obtain a special case of the Borel-Harish-Chandra theorem [8]: G(Z)
is a lattice in G(R) if G is a semi-simple algebraic group defined over Q.

4.1 The Case of the Modular Surface

We first describe a case that is both easy and familiar: Horocycle orbits on the
unit tangent bundle X, of the modular surface. We refer to Section 1.2 or [45,
Ch. 9] for the background and to [45, Ch. 11] for a more detailed proof.

4.1.1 A Topological Claim

In the hyperbolic description of X,, the topological non-divergence claim is
particularly easy to see.

Lemma 4.1 (Non-divergence for X,). For any x € X, the horocycle or-
bit u,ex does not go to infinity as t — oo, nor as t — —oo.

PROOF. Every x € X, corresponds to a point (z,v) € T!(H) with 2 chosen in
the usual fundamental domain, which we denote by F, for SLy(Z) in H (see
Section 1.2). To prove the lemma we find for a given x a compact set K and a
sequence t,, — oo with u, «x € K for all n > 1. If x is periodic under the action
of {u; | t € R} then the orbit is compact and we may take
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146 4 Quantitative Non-Divergence

K ={upz |t € R}
and obtain the claim trivially. Otherwise, we may take
K ={(zv)| 2 € F,3(z) < 1}.

Then it is easy to see (from the geometric picture of the horocycle flow) that
there exists some ¢; > 0 with u, -z € K, as illustrated in Figure[ @1l In fact, the

TN

(2,0)

Fig. 4.1: A horocycle orbit returns to K.

horocycle orbit is a circle touching R. Hence it moves up and then down again,
returning to K. Now consider the point u,, -2, and apply the same argument
to find some ty > t; + 1 with u,,-x € K. Repeating the argument proves the
lemma by induction. O

4.1.2 Non-escape of Mass

While the topological statement in Lemma [T above was easy to derive from the
hyperbolic geometry of horocycle orbits, the quantitative claim is more difficult
to see from this geometric picture. Hence we will switch the description and
think of X, as the space of unimodular lattices in R2.

Proposition 4.2 (Quantitative non-divergence for X,). A point x € X,
1s either periodic for the horocycle flow ol has the property that there exists
some T, > 0 such that for all e > 0 and oll T > T, we have

% Ht €10, T) | ugew ¢ Xo(e)}| < €. (4.1)

T Note that the distinction of the two cases is absolutely necessary here: If U«z is a periodic
orbit that is stuck high up in the cusp (equivalently a periodic orbit of short period), then the
estimate (@) cannot hold uniformly for all & < 1.
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4.1 The Case of the Modular Surface 147

Here we are using |A| as a shorthand for the Lebesgue measure of a measur-
able subset A C R, and the notation

Xa(e) ={z € Xy | M(2) 2 €}

introduced in Section 1.4.3.

PRrROOF OF PROPOSITION [£2] Suppose that z is not periodic, fix T' > 0, and
define, for every vector v € A,~{0}, a ‘protecting’ interval

Py ={t €0, T] | [luev[l <1}

Notice that if v = (v, v5)", then

t
ol = (7512 = o+ w423
2

and so P, is a subinterval of [0,T]. If v € A,~{0} is large enough (how large
depends on T'), then P, is trivial. Hence there are only finitely many non-trivial
intervals. Note that the unimodular lattice u; A, for ¢ € R cannot contain two
linearly independent vectors of length strictly less than 1. Hence these intervals
can only intersect if they are associated to linearly dependent vectors. To rule
even this out, we may choose within every A,-rational line (that is, every line Rov
with v € A,~{0}) one and only one primitive vector in the lattice (that is, a
vector v € A,N{0} with RuNA, = Zv). If v € A,~{0} is primitive with |jv] < 1
then vy # 0 (for otherwise x would be periodic) and we suppose that T is large
enough to ensure that ||urv| > 1.

Let v, ..., v be the resulting list of pairwise linearly independent primi-
tive vectors, so that P, = P,u) and

PU---uP, ={t€0,T]] M\ (uz) <1} (4.2)

Now let € > 0 and define the ‘bad’ set
Bf = {t € 0,77 | upw™| < e}

fori=1,...,n. We see that

BiU---UB;, ={t€[0,T]]| A\ (upx) <e}
is precisely the set whose measure we wish to estimate. For this, we claim that

|Bi| < 2| P (4.3)

fori=1,...,n.

Summing this up, and using the disjointness in ({2, the estimate [@I]) fol-
lows at once (for the case at hand, A;(x) > 1, and with T,, = 0).
To see the claim (@3]) we estimate both |Bf| and |P;| in terms of |’Uél)|.

Notice first that we may assume ¢ < 3 (for otherwise {@3) is trivial) and
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148 4 Quantitative Non-Divergence

hence |v§i)| < % (for otherwise BS is empty and ([@3) is trivial). With this it
follows in a quite elementary way that |P;| > |v§l)|71 and |Bf| < E|v§z)|fl, see
Figure and Exercise .4

UV =V UV urv
¢ —®

Fig. 4.2: The u,-orbits of points v € R? travel at linear speed (determined by the
second coordinate of v). Thus the set B of bad times where |Ju,v|| < € is a < e-fraction
of the protecting set P where |lu,v|| < 1 if only max{||v||, |lupv|} = 1.

O

Corollary 4.3 (Non-escape of mass for X,). If x € Xy, then every weak*-
limit of the collection of measures

{% /T(ut)*(sw dt | T > 0}
0

s a probability measure on X,.

Exercise 4.4. Give a more detailed proof of the claim in (£3). Note that two intervals may
need special attention as Ay (x) or Ay (upex) may be less than 1.

Exercise 4.5. Prove Corollary [4.3]

4.2 The Case of X3 = SL3(R)/ SL3(Z)

The proof for the generalizations of Proposition and Corollary becomes
significantly more involved for X; with d > 3. We start with the case d = 3
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4.2 The Case of X3 = SL3(Z)\ SL3(R) 149

because it is easier to envision and because it already contains all the main
ingredients of the general case. Throughout we will again write |B| for the
Lebesgue measure of a subset B C R.

4.2.1 Non-Escape of Mass for Polynomial Trajectories

Even though we are primarily interested in unipotent trajectories, we will prove
a more general claim allowing for general polynomial trajectories of the shape

p(t)Z3 S X3
for t > 0 or for ¢ € [0,T] for some T' > 0, where

is a polynomial map taking values in SL3(R). We say that p has degree no more
than D if each matrix entry is a polynomial of degree no more than D.

Notice that if {u; = exp(tv) | t € R} is a one-parameter unipotent sub-
group (of which there are precisely two up to conjugation in SLs(R)) with Lie
algebra Rv then

p(t) = w9 = exp(tv)g

is a polynomial in ¢ for any g € SL3(R). Hence a unipotent trajectory is also
a polynomial trajectory. The generalization comes more or less for free in the
sense that it does not complicate the proof, while the generalization does have
interesting consequences (see Section (7).

Much like a short periodic orbit for the horocycle flow on Xy, there is always
the possibility that there are ‘rational reasons’ for a polynomial trajectory to
remain stuck in the cusp in the following sense. The polynomial trajectory p(t)Z?
for ¢ € [0,T] would surely be entirely far out if € € (0, 1] is small and there was
a vector v € Z3 with

Ip(t)v]l < €
for all ¢ € [0, 77, or if there is a rational plane V' C R3 for which

Vol(p(t)V/p(t)(V N Z3)) <e?

for all ¢ € [0,T].

The last volume expression looks quite complicated but expresses the simple
concept that we are studying the volume of the deformed plane with respect
to the deformed lattice inside it. We now define some abbreviations for such
expressions. For any d > 2 and any given discrete subgroup A < R% spanning
a subspace W (possibly of smaller rank) we write covol(A) as shorthand for
the volume of W/A (taken with respect to the volume induced by the standard
inner product on R9). Also if a polynomial p with values in SLy(R) is given, we
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150 4 Quantitative Non-Divergence

define for the study of the polynomial trajectory p(t)Z¢ the expression
covol(V, ) = covol (p(t)(V N Z%)) = Vol(p(t)v/p(t) Vn Zg))
for any rational subspace V C R? and t € R.

To avoid the above mentioned ‘rational constraints’ for d = 3 we assume
that Z C R is a compact interval and that there is some n € (0, 1] such that

sup [[p(t)vl| = 7 (4.4)
tez
for all v € Z3~{0}, and
sup covol (p(t)(V NZ?)) = n? (4.5)

teT

for all rational planes V' C R3. Using our abbreviation we could combine these
two estimates into the assumption that

sup covol(V, t) > ndimV
teT

for any rational subspace V' C R3. This unified treatment of all intermediate
subspaces will be our view point in the general case (see Section [3]), but will
already play a role in the proof of the following theorem.(2?)

Theorem 4.6 (Quantitative non-divergence for X3). Let D € N and a
compact interval T C R be given. Suppose that p is a polynomial map with
values in SL3(R) so that covol(V,t)? is a polynomial of degree at most 2D for
any rational subspace V. C R3. Suppose furthermore that the piece p(t)Z3,t € T
of the polynomial trajectory satisfies 4) and @A) for some n < 1. Then,

1/D
[{t e T| p(t)Z* ¢ X3(e)}| <p <%> ).

We note that the alternating tensor product /\2 (R?) may be identified with R3
by choosing (for example) the basis ey A e3, €3 A e; and e; A ey where as
usual ey, €,, €5 is the standard basis of R?. In this way the map

(v,w) € R® x R* — v Aw € \°R?
is identified with the exterior product
(v,w) €ER® x R? — v x w € R3.
For a polynomial p with values in SL3(R) and ¢ € R the linear map

Np(): N(R?) — N\*(R?)

Page: 150 job: AAHomogeneousDynamics macro: svmono.cls date/time: 27-0ct-2025/10:22



4.2 The Case of X3 = SL3(Z)\ SL3(R) 151

is then the linear map with
e; Nej— (p(t)e;) A (p(t)e;)

for 1 < 4,7 < 3. This again defines a polynomial (of at most doubled degree)
in ¢ with values in SL ( A’ (R?’)). Moreover, note that the covolume of Zv;, + Zuv,

is equal to the area of the parallelogram spanned by v; and vy, or equivalently
the length of v; A vy (identified with the exterior product v; X vs).

We also note that in the case of the orbit of the one-parameter unipotent
subgroup given by

pt)={ 1 |g (4.6)

we may take D = 1, while for that defined by

1t 3t
pty=[ 17t |g (4.7)
1

we may take D = 2 in Theorem

There are two ways in which one can establish the assumptions [@4]) and ([@3]),
and both are important in applying Theorem

Given p and an interval Z containing 0, one can find > 0 with the desired
property, for example by taking

n = min {\,(Z*(0)), /a2 (Zp(0)) } .

With this 7 our assumptions (£4]) and (@3] hold trivially. The conclusion can
be viewed as a weak but uniform form of recurrence. Starting in X4(n) the
polynomial trajectory spends most of its time in Xy(¢) if & is chosen sufficiently
small in terms of 7.

Given a polynomial p with the property that p(t)v is non-constant for any
vector v € Z3\{0} and (p(t)v,) A (p(t)vy) is non-constant for any linearly in-
dependent vectors vy, v, € Z3, one can find some Ty, > 0 such that for T' > Tj,
and Z = [0,T] we can use n = 1. In fact, there are only finitely many vec-
tors v € Z? with ||p(0)v|| < 1, and for each of them p(¢)v is non-constant and
hence there must be some Tj such that (£4) holds for T > T, and = 1. The
argument to establish (@3] is similar. In this case the conclusion is, for T' > Ty,
even stronger. Even if x is far out in the non-compact X, the polynomial trajec-
tory will visit and spend most of its time in X (eg) for some gy > 0 independent
of x.

Exercise 4.7. Calculate A\?p(t) for the two polynomial maps in [@B) and @) to verify the
claims made concerning D.
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152 4 Quantitative Non-Divergence

4.2.2 A Lemma About Polynomials
We now prove a lemma which replaces the argument involving the linear func-
tion v; + tvy in the proof of Proposition (see in particular Figure [.T]).

Lemma 4.8 (Small values of polynomials). Let p € R[t] be a polynomial of
degree L, and fix T > 0. Then, for every € > 0 and compact interval T C R,

Z,oo}| <<L 61/L|-Z|7 (48)

[{teZ|Ip(t)] <ellp]

where
[Pllz,00 = sup |p(t)].
teT

The situation is illustrated in Figure for the polynomial p(t) = t.

eT*
0 eiT T

Fig. 4.3: The graph of p(t) = t* for L = 4 shows that the left-hand side of (@8 can
indeed be of the size e1/L.

The main property of polynomials that will be used in the proof of Theo-
rem [£.6]is LemmalL8 A function or family of functions p: Z — R idf polynomial-
like of degree no more than L, or simply is of degree no more than L if p satisfies
the conclusion of Lemma [£.8] and the implied constant does not depend on the
particular function p if a whole family of such functions is being considered. We
will not pursue this generality here, and instead refer to the papers of Kleinbock
and Margulis [81] and of Kleinbock [82].

ProoF oF LEMMA [£.8 By induction we may assume that the lemma already
holds for all polynomials of degree less than L. The claim of the lemma is
invariant under the following transformations:

e Replacing p by mp.
e Replacing Z = [a,b] by [0,1] and at the same time p(¢t) by p(a + (b — a)t)
for ¢t € [0, 1].

T The more common, but less informative, terminology is (C, a)-good, where a = % and C is
the implied constant.
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4.2 The Case of X3 = SL3(Z)\ SL3(R) 153

Thus we may assume without loss of generality that Z = [0,1] and ||p||z,. = 1.
Let aq,...,a, € Rand 2,77, ..., 24, Z; € C\R be the list of real zeros and pairs
of complex conjugate zeros of p, listed with multiplicity so that

r+2s=0L.
Let b € R be the leading coefficient of p, so that
P(E) = bt —ay) -+ (= @)t — 2)(E—77) - (= 2)(t — ).
Suppose first that |a;| > 2. Then we have

t—a
1<<‘—1
a;

<1

for all t € [0, 1]. Hence the claim for p follows from the claim for the polynomial
p(t) = bay(t —a) - (t —a,)(t —20)(t —=Z1) -~ (£ — 2,)(t = %)
of degree L — 1 (with different multiplicative constants). Similarly, if |z;] > 2,

then o
(t —2)(t —7)
21721

1<<‘ <1

for all ¢ € [0,1], and we may reduce the claim to a polynomial of degree L — 2.
Thus we may assume that

laql], .-y lanl, |z1], - - o0 |26] < 2.

Now for ¢ € [0, 1] we have [t—a;| < 3 and [t—z;| <3for 1 <i<rand1<j<s.
It follows that
L= |pllo,1),00 < |b3". (4.9)

We define the monic polynomial

a0) = (= a1) -+ (= a6 = 22)( = 71) -+~ (1 = 2)(t = ) = 7p(t),

which satisfies
{t € [0,1] | q(t)| < e}| <, /" (4.10)

for all € > 0. Indeed, suppose that ¢ € [0, 1] has distance at least '/% from any
of the zeros
aq, .- '7a’rvzlaz_la sy Rgy Rge

Then clearly |g(¢)| > . On the other hand the elements ¢ € [0,1] with distance
less than ¢!/ from a; (respectively z;) lie in an interval of length at most 2e1/ L
This gives (@I0), with 2(r 4+ s) < 2L as the implied constant.

Finally note that |p(t)] < e implies [q(t)] < 7. Hence we get from (9]
and (A.I0) applied for £ that
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154 4 Quantitative Non-Divergence

e o< < () <t

and so the lemma. O

4.2.3 Protection Arising From a Flag

The most important feature that makes the proof of Proposition .2 easier than
the case of SL3(RR) considered here is the fact that a unimodular lattice A < R?
cannot have two linearly independent vectors of length less than one. This gave
automatic ‘protection’ from short vectors: If there is a A-primitive vector of
length less than one, and this vector is not tiny, then no tiny non-zero vector can
exist in A. Using this we defined protecting intervals which were automatically
disjoint.

This property of only one short vector is manifestly false for unimodular
lattices in R®. For example, the lattice A,, = 1 Ze, +1Zey+n?Zey is unimodular
for any n > 1, and contains two linearly independent vectors of length % What
we need to discuss in order to get a similar protection phenomenon in R3 are
flags.

A complete flag in R? is a collection

F={Vo={0}cVicWh& - CV;=R%

of nested subspaces, with one in each dimension from 0 to d. A partial flag is a
collection of nested subspaces

F=Vo={0}CVicV,C---CV,=R%
with k& < d. A subspace V C R is said to be compatible with a partial flag .#
if V¢.7 and . U{V} is a (partial or complete) flag.

Lemma 4.9 (Protection coming from flags). Let A < R? be a unimodular
lattice, and let
Vo={0}CViCVC---CV;=R"

be a complete flag of A-rational subspaces. Then
. covol(ANV;)
A (A) = e S Y ,
1(4) P v { covol(ANV,_;) }
where covol({0}) = covol(A) = 1.

This gives the desired protection in the following sense, illustrated for the
case d = 3: If covol(ANV;) > € and covol(ANV,) > €2, then A does not contain
vectors that are shorter than €.

PROOF OF LEMMA Let v € A be chosen with norm ||v|| = A;(A4). If v does
not lie in V;_;, then the covolume of

Page: 154 job: AAHomogeneousDynamics macro: svmono.cls date/time: 27-0ct-2025/10:22



4.2 The Case of X3 = SL3(Z)\ SL3(R) 155

AﬁVd,1+ZUng

is equal to covol(A N Vy_y) - ||[w(v)|], where m: R? — Vi, is the orthogonal
projection. In particular, since the covolume of A 2 ANV,;_; +Zv is 1, we have

1 = covol(A) < covol(ANVy_y + Zv)
= covol(ANV;_)||7(v)]| < covol(ANV,_1)|v]],

which implies the lemma in the case v ¢ V;_;.

Suppose now more generally that v € ANV, ; but v ¢ V; for some i
in {1,...,d}. As before,

covol(AN V1) < covol(ANV; + Zv)
— covol( AN Vy)|lm(v) | < covol( AN V)|,

where 7 is the appropriate projection. The lemma follows at once. O

To handle the lack of disjointness of the protecting intervals for individual
vectors or subspaces we are also going to use a simple covering lemma.(?3)

Lemma 4.10 (A covering lemma on intervals). Let Z C R be a compact
interval, and let Py, ..., Py CZ be a finite collection of compact sub-intervals.
Then there exists a subcollection of these intervals Py, ..., Py which are
nearly disjoint in the sense that

K
> 1p,, <2 (4.11)
k=1

while still having the same union

K N
UPw=U P (4.12)
k=1 n=1

Moreover, none of the selected intervals P, is strictly contained in any of the
original intervals Py, ..., Py.

Proor. We use induction on N, using what amounts to a simple greedy al-
gorithm. If N = 1 (or the intervals are disjoint) there is nothing to prove.
Moreover, we may assume that no interval is (properly or otherwise) contained
in another. For otherwise we may simply remove the former interval without
affecting their union

N
U=|J P,
n=1
and apply the inductive hypothesis. Let ¢ = minU and let j(1) € {1,..., N}
be such that P;;) = [c,d]. Note that the assumed non-containment implies

that j(1) is uniquely determined.
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156 4 Quantitative Non-Divergence

We wish to apply the inductive hypothesis on Z' = Z\[e,d]. In fact if d is
not an interior point of U we simply remove P;(;) from our list and apply the
inductive hypothesis to Z' and the remaining intervals to find j(2),...,j(K) so
that Pj,. .., Pjk) satisty the lemma.

So assume now that d is an interior point. We again remove Pj;) from our
list and define P), = P, NZ' for the remaining intervals. If several of these
contain d we remove all but the longest of these. By the inductive assumption we
find j(2),...,j(K) so that PJT(Q), . ’P;(K) are nearly disjoint and cover U NZ'.
As only one, say P;(z), contains d, we see that
Piky = Py € (d,0)

J

for £ = 3,..., K. Therefore Pjqy,Pjq2),...,Pjk) are nearly disjoint with

union U. This concludes the inductive step and so also the proof. g
aj(1) bj) a;j(3) bjay  ajes) bj(s)
@j(2) bj(2)

Fig. 4.4: By construction the selected intervals have the same union U and can be
drawn without overlaps above or below the real line.

4.2.4 Non-Divergence for X3—Obtaining Protecting Flags

In the course of the proof we will treat 1- and 2-dimensional subspaces on the
same footing, so we will use the notation V' uniformly for both from now on.
PROOF OF THEOREM [0l Assume that p: [0,7] — SL3(R) has the property
that

covol (V, t)°

is polynomial of degree no more than 2D for every rational subspace V C R3.
Furthermore, let n < 1 satisfy (£4) and {@H), and fix ¢ € (0,n7]. We may
assume € < 1 as otherwise the conclusion of the theorem is trivial.

FIRST STAGE PROTECTION INTERVALS. Notice that there are only finitely many
rational subspaces V C R3 for which

covol (V,t) < pimV

for some ¢ € Z. For each of those subspaces V' we define the intervals Py,
for £ =1,..., Ly to be the set of maximal subintervaldl of

T Each subinterval accounts for two roots of the polynomial equation covol (v, t)2 = p2dimV

so there can be at most D such intervals.
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Py = {t €T |covol (V,t) < nimV}.

Notice that by maximality of the subintervals and the assumptions (@.4])
and ([@F) we have covol(V,t) = n4™V for at least one of the endpoints ¢ of
each of the intervals Py ,. In particular

sup covol (V,t) = pdimV, (4.13)
tePy,,

This defines a collection of closed intervals Py, where we vary both V' (among
lines and planes) and ¢. Applying Lemma .10l to this collection and the inter-
val Z, we obtain a nearly disjoint subcollection

P,...,P,.
More precisely we have
Ly m
Ur=UUP.=UP~
% V =1 i=1
and -
> Lp <2
i=1

We write V; for the subspace that gave rise to the interval P; so that P; is a
maximal subinterval of Py ;. As this subspace alone does not give protection
(since Lemma [£.9] needs a complete flag and we only have one subspace), we
need to do another search for a compatible subspace as follows.

SECOND STAGE PROTECTION INTERVALS. Suppose first that V; for 1 <i < m
is a line. In this case we consider the intervals

Py NP

for £ =1,...,Ly and all rational planes V' C R? that are compatible with V;,
in the sense that V; C V. We apply the covering lemma on P; to this collection
to obtain nearly disjoint subintervals

Pii, oo s Biniy €85 (4.14)
with
Ly n(1)
U Uprunr=Jr,ch.
V,CVv, (=1 j=1
V a plane
Similarly, if V; for ¢ € {1,...,m} is a plane, then we obtain nearly disjoint

subintervals as in ([@I4]) defined by compatible rational lines V' C V; with
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158 4 Quantitative Non-Divergence

Ly n(z)
U UPV,eﬁPiZ UPi,j cp.
=1 Jj=1

vev;,
V a line
In both cases n(i) = 0 is possible.

Just as we denote by V; the subspace that gave rise to the interval P;, we
also write V; ; for the subspace giving rise to P, ;.

By construction V; and V; ; are compatible (that is, they define a complete
flag in R3) for all i = 1,...,m and j = 1,...,n(i). We will show that the
intervals

P Py Praseo o Prnys s Pt oo Pran(m)

yImmn
together give the ‘desired protection’.
BAD sUBSETS. We now define for ¢ > 0 the associated bad subsets of the
intervals above:
Bad (i,e) = {t € P, | covol (V;,t) < entimVimil
Bad (i, j,e) = {t €ebr; ’ covol (%J,t) < sndimVivfl}

and the union

n(4)
Bad (i,e) U U Bad (i, j,¢)
1 j=1

—:

Bad(e) =

3

ESTIMATE OF BAD SUBSET. We now apply Lemma L8 to the polynomial

covol (V;, 1)*

of degree no larger than 2D on the interval P;, with supremum norm 7?4im Vi

by @I3). This gives
1
-

Bad (4, £)| < (%) P, (4.15)

by definition of Bad (7, ¢).

To prove the same for Bad(, j, ¢) we need to show an analogue of ([@I3]) for
the interval P ;. Recall that P, ; = Py, , N P; for some ¢ € {1,..., Ly, }.
Now notice that by Lemma (from the first application that gave rise
to P,...,P;,..., P,) the intervals PVLM cannot contain P, properly—Ilet us
refer to this as the non-containment.

If both end points ¢ of PVi,j)g satisfy covol (Vi)j, t) = ndimVi; (because they
are in (0,7T), for example) then (due to the non-containment) one of them must
be in P;, and so

sup covol (V; ;,t) = pdim Vi, (4.16)
tep; ;
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4.2 The Case of X3 = SL3(Z)\ SL3(R) 159

If, on the other hand, we have covol (V;J-, t) < ndmVi; for one of the endpoints

of Py, ., (this endpoint would have to be 0 or T'), then the other will have to
be in P; (due to the non-containment) and we again get (£.16]). Therefore, using
Lemma L8 together with (£I6) as a replacement for [I3)) gives as before

|Bad(z]a|<<< ) P, (4.17)

Since the intervals P; ; C P; are all nearly disjoint we get
n(1)

Z\P”] 2|P)|. (4.18)

Thus we may take the union and use (IH), @I7) and @IS to obtain the
estimate

m n(i)
Bad(e)| < Y _ | [Bad (i,)| + Y _ [Bad(i, j, )|
i=1 j=1
b b
<<< J < (S) m,
i=1
since also the intervals P;,..., P,, C T are nearly disjoint.

PrOTECTION. We now show that
{teZ|p(t)Z® ¢ X3(c)} C Bad(e), (4.19)

for all € < 7, so that the estimate above then implies the theorem.

Suppose therefore that t € Z has the property that p(t)Z3 contains an e-
short vector p(t)v. Since & < 1, this shows that ¢ belongs to one of the protecting
intervals defined by V' = Rv. Hence we must have ¢ € P; for some i € {1,...,m}
by choice of these intervals.

If V.= V; then we have ¢ € Bad (i,e) C Bad(e). If V; is a line but V # Vj,
then V 4 V; is a subspace compatible with V; and

covol (V + V;, t) < covol (V, t) covol (V;, 1) < en < n?.

Therefore t € P,N Py, ; (for some £) and so t € P, ; for some j € {1,...,n(i)},
by construction. We have obtained a complete ﬂag V CV;; with

te P,NP,;
Suppose now that V; is a plane and recall that

covol(V)t) < e
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160 4 Quantitative Non-Divergence

and
covol(V;, t) < n?.

We may assume that V' C V,. For if V +V, = R? n < 1 and ¢ < 1 (which
we may assume), we get a contradiction to the unimodularity of the three-
dimensional lattice. Therefore, t € P; N Py, for some £ and so there must exist
some j € {1,...,n(i)} with ¢t € P, ;. Once more we have obtained a complete
flag: V; ; CV; witht € P, N P, ;.

Hence it remains to consider the case t € P; N P; ; for some i and j. Let us
also assume, for the purposes of a contradiction, that

t ¢ Bad (i,e) UBad (4, ,¢) .

Hence
endimVi—l covol(V;, t) < pdim Vi

and
en®™ Vit L covol(V 5, 1) < g™ Vs,

and together V; and V; ; define a flag in R3. Lemma .9 may now be applied to
show that

A1 (ZPp(t)) > min (5, £, n%) =g,

in contradiction to the assumption on ¢. This proves the claim (@19, and hence
the theorem. O

4.3 The General Case of X; = SL4(R)/ SL4(Z)
Let us now state and prove the general version of the non-divergence theorem
(using the abbreviations and tools introduced in the last section).

Theorem 4.11 (Quantitative non-divergence for X; by Margulis, Dani
and Kleinbock®%). Let
p: R — SLy(R)

be a polynomial, T C R be a compact interval, and let n > 1. Assume that

sup covol(V, t) = nmV (4.20)
teT

for all rational subspaces V. C R? and that 2D is an upper bound for the degrees
of covol(V,t)? for all rational subspaces V.C R%. Then, for e € (0,7,

{t € T | p(t)Z* ¢ X4(e)}| <a,p <%>B |Z|. (4.21)
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PROOF. The proof comprises the following steps:

e Iterated construction of intervals and flags with desired properties;
e Definition and estimate of the size of the bad subsets.
e Reaching the conclusion by combining the established properties.

INDUCTIVE STEP TO CONSTRUCT THE INTERVALS AND FLAGS. Suppose we are
given an interval Iz C R and a partial flag

F={{0}CcVCV, - CV, CRY}

of rational subspaces of R? with 0 < k < d — 1 such that

sup covol(V;, t) < nt™ Vs (4.22)
tel
forj=1,...,k and _
sup covol(V, t) = ndimV (4.23)
tel

for any rational subspace V' < R? that is compatible with .Z.
We consider all rational subspaces V' < R¢ that are compatible with the
partial flag .%. For each such subspace split

Py ={telgz|covol(V,t) < ndimv}
into its connected components, giving rise to subintervals

Pya,o Py,

Varying both V' and the second index, we may apply Lemma [4.10 to obtain a
nearly disjoint subcollection
P,....,P,

of these intervals with the same union. That is,

m
U {tels |covol(V,t)§77dimV}:UPi
v c‘flxix?}l]aa}iblc =1

and

> IP| <215,
=1

Let us write V; for the subspace that gave rise to the connected component P;
of Py..
On each of those sub-intervals P; we have the new (maybe partial or complete)
flag
F UV}

By @22) and since P, C Py, C I5 we have
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162 4 Quantitative Non-Divergence

sup covol(V, t) < pdimV (4.24)
te P,

for all V e & U {V;} which gives [d22) for the new flag.
Now let V be either V; or a rational subspace that is compatible with #U{V;}.
In particular, V' is compatible with .%. Suppose for the moment that
sup covol(V, 1) < ntimV,
tep,

By (#23) this shows that P, is strictly contained in I. By continuity of the
map t — covol(V,t) this implies that P, is strictly contained in one of the
connected components of Py,. However, that interval was considered in the con-
struction of Py,..., P, C I and we obtain a contradiction to Lemma .10l We
therefore have

sup covol(V, t) > ndimV

tep;
for V.=V, and all V' compatible with .% U {V;}, giving ([23) for the new flag.
Moreover,

sup covol(V;, t) = npdimVs (4.25)

tep;
by combining the above with ([@24]).

ITERATING THE CONSTRUCTION FOR CONSTRUCTING A FINITE TREE. Initially

we have
Fo={{0} SR}, I, =7, k=0.

In this case [@22) for j = 1,..., k is an empty statement (and so true vacuously)
and ([£23) is precisely the assumption ([@20) in Theorem LTIl Applying the
inductive step above defines intervals

P,....,P,

and subspaces
Vieoo o, Vo,

On each of the intervals P; for i; =1,...,m the partial flag
_ d
Z;, = {0} ¢ Vi, SR}

satisfies the inductive hypothesis so that the inductive step can be repeated,
giving rise to intervals

By i, € F;

17i2 -
and partial flags
Fisiy = Fi, U{Vi i}
for a subspace V;, ; compatible with .7, .
In general, let us write

i:(ll,,lk)
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for the multi-index arising,

P = ‘Pil,.,,,ik
for the intervals arising, and

yf - eg.z

1otk

for the flags arising. The construction stops when, for a given interval P; and
flag .%; there is no compatible rational subspace V for which

{t € P, | covol(V,t) < ndimv}

is non-empty. In particular the construction certainly stops if .%; is a complete
flag (with k = d — 1). This may be thought of as a finite graded tree labeled by
the intervals and the flags, as illustrated in Figure

(1,75 = {(0}, B})

| T

(P, #1 = {{0},R%, V1 }) (Py; Fo = {{0}, R, V}) oo (Prns i = {{0L,R9, V. })
> ~
> ~
(Pr1, ZF1q ={{0},REL VL, Vg ) coeeeee S
VAERN \\
’ N
7 N (Pr Fr={{0}L, RV, . Vo= Vi })
7 A

Fig. 4.5: Inductive construction of the intervals and flags.

Let us highlight in this notation an important feature of the inductive con-
struction. The last subspace V; € %, found jointly with P; satisfies

sup covol(Vz, t) = ndim Ve (4.26)
te Py

by (£.25)).
DEFINITION OF BAD SUBSETS. For any (P, .%;) as constructed above, we define
the following bad subset

Bad(i,e) = {t € P, | covol(V;, t) < ent™Vi1},
Taking the union we define

Bad(e) = U | Bad(z,¢)
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164 4 Quantitative Non-Divergence

ESTIMATE FOR BAD SUBSET. Applying Lemma to the interval P and the
polynomial covol(V;,t)? (using (@26)) and the definition of Bad(z,¢)), we get

L

Bad(z,¢)| < <%>D P (4.27)

We now have to induct backwards to obtain the desired estimate for Bad(e).
In fact we claim that

1
o , £\"
U Bad ((7, j1,---,Js):€)| <a.p (E) | Pl . (4.28)
(J1s-+ds)

If { P;, %} is a bottom leaf of the tree in Figure[4.3] then this is the same bound
as [{27). If, on the other hand, it is not then we may assume that [@28)) already
holds for (3, j;) for all j; = 1,2,.... Therefore

U Bad((@gi,....45).¢)| < [Bad(z,€)| + )
j J1

(J1s-ees Js)

_ U Bad ((z,71,--,Js),€)

(G25+--Js)
ol ol
€ €
<40 <—) | Pl + (‘) Z | P g, |
n n J1

by ([@27)) for Bad(z,e) and the inductive hypothesis. Since the intervals

CP

K2

Py,..., P

,m =

are nearly disjoint we also have
> 1P| <2|P,
J1

which concludes the inductive step. For 7 = & (the root at the top of the graded
tree) this shows
B
|Bad(e)| <q4.p (5> IZ]. (4.29)
CONCLUSION OF THE ARGUMENT. It remains to show that
{t €T | p(t)Z" ¢ Xa(e)} C Bad(e), (4.30)

since ({.29) then proves the theorem. Suppose therefore that ¢t € Z and

p()Z* & Xq(e),
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or equivalently that there exists some vector w € ZIN{0} with [p(t)w| < e.
Since € < n we have t € Py ; for W = Rw and some j. Hence ¢ lies in P; for
some i;. If t € Bad(iy,e) C Bad(e) then we have shown (30) for this value of ¢.
So we may assume that ¢ ¢ Bad(i, ). For the sake of the induction to come we
continue the argument in greater generality.

Suppose we have reduced the problem to the case t € P; but

dim V-1

N < covol(V,t) < ndimV

for all V € .%;. Write
Fr={Vo={0},Vi CVo SV, CRY}
and assume that a € {1,...,k} is maximal with respect to the property
W=RwdcV,.
This implies that
covol(V, + W, t) < plimVeg  pdim Ve

and so V, + W ¢ % and V, + W is compatible with %; (since it contains V,, and
is contained in V). In other words, .%; is not a complete flag and ¢ belongs
to one of the intervals defined by V, + W, so that t € P ;) for some iz ;.
If t € Bad(7, i1, ) then we are again done. That is, we have the same situation
as before and can repeat the argument.

The iterative argument above will only stop when ¢ lies in Bad(e). Since every
time the argument repeats we know that we only had a partial flag, it can take
at most d iterations to reach the conclusion. (|

We note that for a given polynomial map p with values in SLy(R) the linear
maps /\k p(t) satisfying

(/\kp(t))(vl A Aog) = (pt)or) A= A (p(t)oy)

again defines a polynomial map /\k p with values in SL(/\k R?) for 1 < k < d—1.
For a rational subspace V' C R? and vectors vq,...,v, that form a Z-basis
of V'.NZ¢ this implies that
2
covol(V, t)2 = H (p(t)vl) A~ A (p(t)vk) ||

is a polynomial (with degree depending only on p). Indeed the inner product (-, -)
on R? induces an inner product on /\k R? via the formula

(vp Ao Ao wy A Ay ) = det ((v;, w;))

for vq,..., v, wy,. .., w; € R? and the functorial properties of /\k R?. From this
one can verify that
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166 4 Quantitative Non-Divergence

||U1/\.../\UkH:\/<’U1/\"'/\Uk7U1/\"'/\Uk>/\k]Rd

indeed gives the k-dimensional volume of the fundamental domain

[Oa 1)”1 +e [Oa 1)vk

inV.

Corollary 4.12 (Non-escape of mass for X;). If z € X; and

U ={u, | t € R} < SLy(R)

is a one-parameter unipotent subgroup, then every weak*-limit of the collection

of measures

{% /T(ut)*(sm dt| T > o}
0

1s a U-invariant probability measure on X,.

PROOF. Let x = gZ% € X,, and define

n_min{wk/ak(gZd) ‘ 1< k:gd}.

Fix an arbitrary € € (0, 7] and choose some f € C.(X,) with

Ix, @ < f<l= Ix,-

By Theorem [£.11] we have

a% 1 [T
1-— — < = ) dt <1
C(ﬁ) T/o [ (ugx)

for some constant ¢ = ¢; p. Now choose a weak*-convergent subsequence of the

measures

1 T

1—c(£> < fdu
n Xq

for the limit measure p. Since f < 1 this shows that

to obtain the bound

o=

(%) 21_0(%)%.

As e € (0,n] was arbitrary, the corollary follows.
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4.4 Inheritance in Diophantine Approximation

A general theme in the theory of Diophantine approximation is to try and
show inheritance of Diophantine properties on R? to submanifolds, or even more
generally to fractals.(?>) More precisely, for S C R? equipped with a natural
measure 4 one may ask whether typical vectors in S with respect to p have the
same properties with respect to Diophantine approximations as Lebesgue almost
every vector in R?. We will simply prove a few sample results in this direction
without attempting to be comprehensive. For this we set S = {v(s) | s € R} for
the moment curve

v(s)=| . | eR (4.31)

The following are corollaries of the quantitative non-divergence result Theo-
rem [L.17] and special cases of results due to Kleinbock and Weiss and Kleinbock
and Margulis.

Corollary 4.13. For d > 2 there exists some \g € (0,1) such that for almost
all s € R the vector v(s) as in @31 is not Ag-Dirichlet improvable.

Corollary 4.14. Let d > 2. Then for almost every s € R the vector v(s) as
in [@31) is not very well approximable.

We start our proofs with the second corollary.

PrOOF OF COROLLARY [£T4l It is sufficient to restrict to a compact inter-
val Z and to consider a fixed x > 1+ 2 in (2.13). By the dynamical in-
terpretation of very well approximability in Proposition 2.37 there exist con-
stants ¢, @ > 0 so that if v(s) is very well approximable with exponent & in (2.13),
then A (a,4,(s) < ce”®" for infinitely many n € N. For a fixed n we apply
Theorem .11 for the polynomial

Pu(8) = apu,(s) = (e—dn en]d> <’U(18) Id) '

We claim that for all sufficiently large n (depending on Z) we may set n = 1
(see Lemma T3] below). For an appropriate D > d depending only on d we
therefore have

’{S €l | Al(an/l'u(s)) < Ceian}‘ <4 ei%n|z|

for all sufficiently large n. Hence Borel-Cantelli may be applied to give the
corollary. ([l

Lemma 4.15. For any compact interval T C R with |Z| > 0 there exists

some Ty such that for t > Ty the polynomial map p,(s) = Ay, (s) Satisfies
the assumption (L20) of Theorem [EII] with n = 1.
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168 4 Quantitative Non-Divergence

PROOF. Let t > 0 and suppose that V C R? is a rational subspace satisfying

sup covol(V, s) < 1
s€Z

and let £ = dim V. We fix some s € Z so that

covol(V, s) = vol (atuv(s)v/atuv(s) (v Zd+1)) <1 (4.32)

Our goal is to derive from this the geometric information that u, )V almost
contains the first basis vector e; with an error that is exponentially small in ¢.
Applying u;(ls) we then obtain that V almost contains u;(ls)el. Varying s € 7
will lead to a contradiction if ¢ is sufficiently large. Along the way Z will affect
multiplicative constants, which will be dominated by an exponentially decaying

function in ¢.

A GEOMETRIC ESTIMATE. To simplify the notation we set W = wu, .,V and
let vy, ...,v, € VNZYT be a Z-basis so that [[v; A---Avg|| > 1. Applying )
gives

c = ||UU(S)’U1 /\"'/\uv(s)ka >7 1, (433)
where the multiplicative constant depends on v(s) restricted to Z. For the fol-
lowing geometric calculation in /\k R? it is useful to pick an orthonormal ba-
sis wy, ..., wy of W, where we may assume that w,, ..., w, are orthogonal to e;.
We also write wy; = be; + wi for some b € R and wi € RY. We may as-

sume that b > 0. It follows that w; A --- A w;, has norm 1 and is a multiple
Of Uy()V1 A -+ + AUy (s) V. Comparing with ([£.33) gives

uv(s)vl/\"'/\uv(s)vk ::l:C(U}l/\/\’LUk)
Moreover
wy A Awy =Dbey Awg A+ Awy, + Wi Awsy - - A wy

is an orthonormal sum expanding wq A- - - Awy, into two eigenfunctions for /\k a;.
We apply a, and combine the above to obtain

1> covol(V, s) = Hatuv(s)vl ARERW atuv(s)ka
= cHatwl VANRIEEAN atwkH

>7 Hatwf‘ A agwg N+ N\ atwkH = ektwa‘H

or, equivalently,

oot <z e
This implies that e; is exponentially close to w;. Indeed, as w; € W is a unit
vector and b > 0 we obtain

0<1-0b2= ||wf‘|| <z e 2kt
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and with

(=

1+

ey = (er ) =2(1 = D)

g 2(1 _ b2) <<I 67216157

(=)

also [le; —w, || <7 e *t.

VARYING s € Z. Applying u;(ls) it follows that the distance of u;(ls)el to the

rational subspace V is bounded by <7 e~ for all s € Z. We fix pairwise
different sq,...,s,41 € Z and obtain from this that for j = 1,...,d + 1 there
exists a vector u; € V with

w, — | . <z ek (4.34)

The so-called Vandermonde determinant formula then implies that

1 .- 1
-5 —Sd+1
d d
—51 —Sd+1

is invertible. Recall that GL;,(R) C Matg;(R) is open. Hence if ¢ is sufficiently
large (depending on 7) then the estimates in (£.34)) imply that (uq,...,ug,q) is
also invertible. However, as uq,...,u4y1 € V this implies that V' = R and
gives a contradiction to our assumption in (£32]). O

PrRooOF OF COROLLARY .13l For € > 0 we define
O. = {A € Xypr | AN [-e,e]*™ = {0}}

as in the proof of Corollary 2.29. We wish to apply Theorem[.ITJon X, ; for the
polynomial map s — p,(s) as in Lemma We will fix Z below but assume
for now that ¢ is sufficiently large (depending on Z) so that we may indeed
set n = 1. By Theorem 1T and the equivalence of the norms || - || and || - ||
on R4 there exists some £ > 0 (only depending on d) so that

1 1
[l {seT| p(s)24T ¢ 0.}] < T (4.35)
Now assume that the corollary is false for Ay = ¢. Then
DT, = {s € R v(s) is e-Dirichlet improvable}

must have a Lebesgue density point. In particular, it follows that there exists
an interval Z = [a, f] C R such that
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170 4 Quantitative Non-Divergence

{t € T | v(s) is e-Dirichlet improvable}‘ >

> w

7

Izl
Using the definition of e-Dirichlet improvable (and the basic property of mea-
sures), we find some N such that

{s € I |v(s) satisfies (2.9) with X\ = ¢ for every N > NO}‘ >

N =

7
Izl
Using Dani’s correspondence (Proposition 2.28), we can also phrase this as

{seT| plogN(s)Zd+l ¢ Q. for every N > NO}’ > (4.36)

N | =

7

Izl
However, now that Z is defined we have ({38 for all ¢ > T, with T,, depending
on Z. If we choose N > max{Ny,e%0} and t = log N then the estimates ([@.35)

and (£36) are incompatible. This contradiction to the existence of a Lebesgue
density point proves the corollary. O

We will return to the topic of (inheritance in) Diophantine approximation
one more time in Chapter 6.

4.5 Closed Orbits (often) Have Finite Volume

In this section we return to the discussion of orbits H.z for a connected sub-
group H < SLy(R) and point x € X; = SL4(R)/ SL4(Z). Recall that H is called
semi-simple if its Lie algebra is semi-simple, and that this implies that H is an
almost direct product of normal simple subgroups (which may be compact or
non-compact; see Section 2.2). We say that the subgroup H is unipotent if H
can be conjugated into the strict upper-triangular subgroup N (see (3.15) in
Section 3.3). We note that semi-simple subgroups without compact factors and
connected unipotent subgroups are both unipotently generated, meaning that it
is generated by finitely many one-parameter unipotent subgrous. For these sub-
groups we can give another connection between the property of having a closed
orbit and the property of having an orbit of finite volume. In fact we will prove
a partial converse to Corollary 1.36.

Theorem 4.16 (Borel-Harish-Chandra theorem, Part I). Let © € X,
and let H < SLy(R) be a connected subgroup which is semi-simple or unipotently
generated. If the orbit H-x is closed, then it has finite volume. In the case H is
a connected unipotent subgroup, the orbit is compact.

We refer to Exercise [.I8] for an immediate corollary (which is the standard
way of phrasing the Borel-Harish-Chandra theorem) and to Section 7.4 for the
general case of the theorem (which requires a few more definitions from the
theory of algebraic groups).
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PRrROOF OF THEOREM [4.16] FOR SEMI-SIMPLE SUBGROUPS. Let
H = Hl e 'Hé ' Hcompact

be the almost direct product of simple non-compact normal factors Hy,..., H,
and a compact normal semi-simple subgroup Hgompact s in Section 2.2. Now
choose, for each H;, a non-trivial unipotent one-parameter subgroup

Uy = {u;(t) [t € R}
and define the diagonally embedded unipotent subgroup

U ={u(Qua(t) - un(t) [ £ € R}.

By Proposition 2.25, this subgroup U < H satisfies the following form of the
Mautner phenomenon: If H acts unitarily on a Hilbert spacdﬂ ‘H and a vector
is fixed by U, then the same vector is fixed by H; --- H,.

Now choose a compact set K C H.x of positive volume with respect to the H-
invariant Haar measure mp., on the orbit H.-z C X; (as in Proposition 1.31
applied to H/ Staby (x)). Since K C X, is compact, we can find some n € (0, 1]
such that
fork=1,...,d and any = € K. Now apply Theorem [L1T]to find some ¢ € (0, 5]
with

% Ht € 10,7 ‘ Ugox & Xd(a)}‘ < % (4.37)

for all T'> 0. Since Hompact © H is compact and H-x is closed, we have that
(see Proposition 1.37)
Hcompactxd(g) NH-x

is a compact subset of the orbit H.z, and so
f = ]chonlpacth(E) E L2(H.‘T7 mH'CE)
is square-integrable with respect to mg.,,. We define
f(y) —hmlnf—/ f(upy)d
- n—,oo N
As f is bounded, f is strictly U-invariant for y € H-z in the sense that

flugy) = f(y)

for all t € R and y € H.x. Notice that

t In this instance, the Hilbert space will be L2(H+x, m.y)-
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/fut dt

= / / Pl ) () A )

<IIfI

Lz(mH )
<2 gmynn -

Hence, by Fatou’s lemma, we get

(1 ?
1 ey = i (5 [ aenpat) ampeats

n 2
< limin (1 / f<ut-y>dt) dms(y)
n—00 Hex n.Jo

< ”f”%z(mH.m) < 00,

or equivalently f € L*(mpg.,).

We can now finish the proof quite quickly. Since f € L?(my.,) is u,-invariant
for all t € R by construction, it is also H; - - - Hy-invariant!] by the Mautner phe-
nomenon (Proposition 2.25). Furthermore, f = 1 Heompact Xa(€) is invariant un-
der Hompact by definition. Since u, commutes with Hgppact, it follows that f is
also invariant under Heompact- Since H = Hy -+ HyH oppacy and f € L (my.,)
we see that f = c is equal my.,-almost everywhere to some constant c. By

definition and ([37) we have ¢ > 1 and so

CQmH-m(H"r) = Hi”%ﬂ(mH.t) < oo
implies that H-x has finite volume. O

PROOF OF THEOREM FOR UNIPOTENTLY GENERATED SUBGROUPS. In the
proof of Theorem for the semi-simple case it was convenient that we could
find one one-parameter unipotent subgroup that satisfied the hypothesis of the
Mautner phenomenon for ‘most’ of H. In the general case, we have instead to
use finitely many one-parameter unipotent subgroups U; = {u,(t) | t € R}
for j =1,...n that together generate H.

Let K C H-x be a compact set. Then, finding first 7 > 0 and then € € (0, ]
as above, there exists a compact subset L C H.xz (where L = X,(¢) N H-x,
relying on the assumption that H-z is closed) such that

L{trenmmeye )] <} (439)

for all y € K. Now let f =1, € L?(my.,) and

fiy) = f@W) —hmmf—/ Flus (1)

n—oo nN

t A priori this is invariance in L2. However, by Exercise 2.6 we can choose a representative
that is strictly H; - - - Hy-invariant.
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4.5 Closed Orbits (often) Have Finite Volume 173

so that f; € L?*(my.,), f1 is Up-invariant, and f;(y) > % for all y € K.

Suppose now that for j < n we have already shown that for any compact
set K C H-x there exists some f; € L*(mpy.,) which is U;-invariant, Us,-
invariant, and so on up to Uj-invariant, and satisfies f;(y) > (3)7 for all y
in K. If j = n, then the function is H-invariant and the theorem follows as
before.

So suppose that j < n and let K C H.r be a compact subset. Now
choose L C H-.x as in ([A38) but for u;(t) instead of u,(t). Next apply the
inductive hypothesis to L to find a function f; € L?*(mpg.,) which is invariant
under Uy, Uy,...,U; and satisfies f;(y) > (3)? for all y € L. We define

fj+1(y):§( —1ﬂ£fﬁ/ fi(ujp1(t)-y) dt.
By construction of f;, L, and f;; we know that f; , € L*(mpg.,), that f;
is U, -invariant, and that fiv1(y) = (3)7! for all y € K. However, at first
51ght it may not be clear why f;; is still invariant under U; for i = 1,...,j
(since U; may not commute with U, ;). Here the Mautner phenomenon comes
to the rescue. In fact, by Theorem 2.55, f; is actually invariant under a normal
subgroup N < H containing Uy, ...,U;. By Exercise 2.6 we may once again
replace f; by an equivalent function that is strictly N-invariant. Therefore for
alli=1,...,5 and s,t € R there exists some n € N with

w1 (B)u;(s) = nujyq(t),

which shows that

fiuj(ui(s)y) = fi(nujp1(0)y) = f;(ujp1(t)y)

for y € H-x. Integrating over ¢ € [0,n] and taking the limit infimum as in the
definition of f,,, we get

fj-',—l(ui(S)'y) = fj+1(y)-

This concludes the induction and so also the proof of the first statement Theo-
rem for unipotently generated subgroups.

It remains to show that H.z is compact if H is unipotent. Note that by
assumption, H can be conjugated into the upper triangular unipotent subgroup.
On the upper triangular unipotent subgroup, the logarithm map is a polynomial
with a polynomial inverse. This implies that H consists of the image of the Lie
algebra of H. Hence we see that a unipotent connected subgroup H consists of
the R-points H = H(R) of an algebraic subgroup H over R. If x = ¢gSL,(Z),
then we may conjugate H by ¢! € G and assume without loss of generality
that = SLy(Z). Then the Borel density theorem (Theorem 3.46) implies that
the intersection H NSLy4(Z) is Zariski dense in H, which in turn implies that H
is an algebraic group over Q. Hence the Lie algebra of H is a rational subspace
of s14(R), and by Theorem 3.19 we see that H-SL4(Z) is compact. O
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174 NOTES TO CHAPTER 4

Exercise 4.17. Let Q be a real non-degenerate quadratic form of signature (p,q) in d > 3
variables with p > ¢ > 1. Suppose that the orbit SOg(R)SL4(Z) is closed. Show that a
multiple of @ has integer coefficients.

Exercise 4.18. (26) Let G < SL,; be a semi-simple or unipotent algebraic group defined
over Q. Show that G(Z) = G(R) N SLy(Z) is a lattice in G(R).

Notes to Chapter 4

(22)(Page [I50) This result, or rather its higher-dimensional counterpart in Section 3 has
a long history; see Margulis [102], [103]; Dani [19], [21]; Kleinbock and Margulis [81]; Klein-
bock [82].

(23) (Page [I55) This is a simple special case of the Besicovitch covering lemma (see [4]).

(24) (Page [[60) As mentioned before, this result has a long history; see Margulis [102], [103];
Dani [19], [21]; Kleinbock and Margulis [81]; Kleinbock [82].

(25) (Page [167) We will not discuss this more general framework concerning the inheritance of
Diophantine properties to ‘sufficiently curved smooth manifolds’ and simply mention here some
of the key developments. Davenport and Schmidt [27] showed that almost every point of R? is
not Dirichlet-improvable and later showed in [28] that almost every point on the curve (¢, t2)
is not (1/4)-improvable. Baker [3] extended this to the same statement for almost every point
on a sufficiently smooth curve in R2?, and to almost every point on a sufficiently smooth curved
manifold by Dodson, Rynne, and Vickers [34]. Bugeaud [10] extended the result to the specific
curve (¢,t2,...,t%). Kleinbock and Weiss [85] used the correspondence introduced by Dani [20]
and the machinery of Kleinbock and Margulis [81] to formulate some of these questions in
homogeneous dynamics, and the argument used for the proof of Corollary [4.13]is the argument
used in [85]. We refer to a paper of Shah [143] for more details on the background and for
another direction of similar results for curves that do not lie in translates of proper subspaces.
(26) (Page [T74) This is a special case of the Borel-Harish-Chandra theorem [8]. We will return
to it in Chapter 7.
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